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MODULE- I

In operations management, both transportation and assignment problems are about
optimizing resource allocation, but they differ in their scope and

constraints. Transportation problems focus on distributing goods or resources from
multiple sources to multiple destinations to minimize total cost, while assignment
problems deal with assigning tasks or jobs one-to-one to minimize overall costs.

Transportation Problem:
Objective:

Minimize the total cost of transporting goods from multiple sources (origins) to multiple destinations
(targets) while satisfying supply and demand constraints.

Key Features:

Involves multiple sources and destinations.

The goal is to determine the optimal quantity of goods to ship from each source to each destination.
Supply and demand constraints must be met at each source and destination.

Transportation costs are known for each source-destination route.
Types:

Balanced: Total supply equals total demand.

Unbalanced: Total supply does not equal total demand, requiring the introduction of dummy sources or
destinations.
Methods:

North-West Corner Method: A method for finding an initial feasible solution.
Least Cost Method: Another method for finding an initial feasible solution.
Vogel's Approximation Method: A method for finding an initial feasible solution.

MODI (Modified Distribution) Method: Used to find the optimal solution.
Applications:
Shipping goods from warehouses to retailers.

Distributing resources in a logistics network.

Optimizing transportation routes.

Assignment Problem:
Objective:

Minimize the total cost of assigning tasks or jobs to individuals or resources, one-to-one.
Key Features:
Involves a one-to-one matching between sources and destinations.
Each source can be assigned to only one destination.

Each destination can be assigned to only one source.



Methods:

Hungarian Method: A widely used method for solving assignment problems.
Applications:
Assigning employees to projects.

Matching patients to doctors.

Assigning tasks to machines.

Relationship between Transportation and Assignment Problems:
e The assignment problem is a special case of the transportation problem, where the number of
sources and destinations are equal, and each source can only be assigned to one destination.

e Both problems are linear programming problems, meaning the relationship between variables and
constraints is linear.



1)) NWCM:

This method starts at the north west (upper left) corner cell of the tableau
(variable X1).

Step 1: Allocate as much as possible to the selected cell, and adjust the
associated amounts of capacity (supply) and requirement (demand) by
subtracting the allocated amount.

Step 2: Cross out the row (column) with zero supply or demand to indicate
that no further assignments can be made in that row (column). If both the
row and column becomes zero in the same time, cross out one of them only,
and leave a zero supply or demand in the uncrossed out row (column).

Step 3: If exactly one row (column) is left uncrossed out, then stop.
Otherwise, move to the cell to the right if a column has just been crossed or
the one below if a row has been crossed out. Go to step 1.

Refer to above example:

Retail Agency
Factories 1 2 3 4 5 Capacity
1 1 9 13 36 51 50
2 24 12 16 20 1 100
3 14 33 1 23 26 150
Requirement 100 60 50 50 40 300

etail Agency 1 2 3 4 5 Capacity

Factories




1 9 13 36 51 56~
1 |50
24 12 16 20 1
2 50 50 166 56—
14 33 1 23 26
3 10 50 50 40 156 140 90 40
Requirement| $66- 56— |-66— 46— 56~ -56- 40~

The arrows show the order in which the allocated amounts are generated.
The starting basic solution is given as

X11 =50, X910 =50, Xy =50, X3, =10, X33=50, X314 =50, X35=140.

The corresponding transportation cost is:
Z=50*1+50*24+50*12+10*33+50*1+50*23+40*26=4420
It is clear that as soon as a value of xj; is determined, a row (column) is
eliminated from further consideration. The last value of x;; eliminates both a
row and column. Hence a feasible solution computed by North West Corner
Method can have at most m + n — 1 positive x;; if the transportation problem

has m sourcesand n destinations.

2)) LCM

Least cost method is also known as matrix minimum method in the sense we
look for the row and the column corresponding to which Cj; is minimum.
This method finds a better initial basic feasible solution by concentrating on
the cheapest routes. Instead of starting the allocation with the northwest cell
as in the North West Corner Method, we start by allocating as much as
possible to the cell with the smallest unit cost. If there are two or more

minimum costs then we should select the row and the column corresponding




to the lower numbered row. If they appear in the same row we should select
the lower numbered column. We then cross out the satisfied row or column,
and adjust the amounts of capacity and requirement accordingly. If both a
row and a column is satisfied simultaneously, only one is crossed out. Next,
we look for the uncrossed-out cell with the smallest unit cost and repeat the

process until we are left at the end with exactly one uncrossed-out row or

column.
Retail Agency] | 2 3 4 5 Capacity
1 9 13 36 51|50
1 50 X X X X
24 12 16 20 1
2 X 60 X X 40 100
14 33 1 23 26
3 50 X 50 50 X 150
Requirement| 100 60 50 50 40

We observe that C1;=1 is the minimum unit cost in the table. Hence X;,=50
and the first row is crossed out since the row has no more capacity. Then the
minimum unit cost in the uncrossed-out row and column is C,s=1, hence
X>5=40 and the fifth column is crossed out. Next C33=1is the minimum unit

cost, hence X33=50 and the third column is crossed out. Next C»=12 is the
minimum unit cost, hence X,,=60 and the second column is crossed out.
Next we look for the uncrossed-out row and column now C;;=14 is the

minimum unit cost, hence X3;=50 and crossed out the first column since it



was satisfied. Finally C34=23 is the minimum unit cost, hence X3,=50 and the
fourth column is crossed out.

So that the basic feasible solution developed by the Least Cost Method has
transportation cost is
Z=1*50+12*60+1*40+14*50+1*50+23*50=2710

3)) Vogel Approximation Method ( VAM )

Step 1: For each row and column find the difference between the two lowest
unit shipping costs.

Step 2: Assign as many units as possible to the lowest-cost square in the row
and column selected.

Step 3: Eliminate the column or row that has been satisfied.

Example: Consider the following transportation problem

Origin Destination
1 2 3 4 a
1 20 22 17 4 120
2 24 37 9 7 70
3 32 37 20 15 |50
b; 60 40 30 110 |240
Solution:

1. Compute the penalty for various rows and columns.

2. Look for the highest penalty in the row or column, the highest penalty
occurs in the second column and the minimum unit cost i.e. cj; in this column
IS c1,=22. Hence assign 40 to this cell i.e. X;,=40 and cross out the second

column (since second column was satisfied ).

Destination
1 2 3 4 a;

Origin

column
Penalty




1 20 22 17 4 120 13
X 40 X 80
2 24 37 9 7 70 2
X 30
3 32 37 20 15 |50 5
X X
b; 60 40 30 110 | 240
Row Penalty 4 15 8 3
Origin Destination
1 2 3 4 a; column
Penalty
1 20 22 17 4 120 13
X 40 X 80
2 24 37 9 7 70 2 17
10 X 30 30
3 32 37 20 15 |50 5 17
50 X X X
b; 60 40 30 110 | 240
Row Penalty 4 15 8 3
8 8

The transportation cost corresponding to this choice of basic variables is:
Z=22*40+4*80+30*9+30*7+10*24+50*32=23520.




3. Transportation Problem (Vogel's Approximation Method)

The North-West Corner method and the Least Cost Cell method has been discussed in the
previous articles. In this article, the Vogel's Approximation method will be discussed.

Destination
DI D2 D3 pa Supply

o1 300

Source
02 400

02| s 3 3 2 | 500

Demand: 250 350 400 00| 1200

Solution:

* For each row find the least value and then the second least value and take the absolute
difference of these two least values and write it in the corresponding row difference as shown in
the image below. In row 01, 1 is the least value and 3 is the second least value and their
absolute difference is 2. Similarly, for row 02 and 03, the absolute differences are 3 and 1
respectively.

Feor each column find the least value and then the second least value and take the absolute

difference of these two least values then write it in the corresponding column difference as
shown in the figure. In column D1, 2 is the least value and 3 is the second least value and their
absolute difference is 1. Similarly, for column D2, D3 and D3, the absolute differences are 2, 2

and 2 respectively.

Destination
D1 D2 D3 D4 Supply Row Difference
300
o 3 1 7 4 2
Source
3
02 2 6 5 g 400
03| 8 3| 3 2 | 500 1
Demand: 2s0 350 400 200| 1200
Column
Difference; 1 2 2 2

These value of row difference and column difference are also called as penalty. Now select the
maximum penalty. The maximum penalty is 3 i.e. row 02. Now find the cell with the least cost in
row 02 and allocate the minimum among the supply of the respective row and the demand of
the respective column. Demand is smaller than the supply so allocate the column's demand i.e.
250 to the cell. Then cancel the column D1.

Destination
D1 D2 D3 D4 Supply Row Difference
300
— 3 1 7 4 2
Source ==
=g
021 fo |l 6| s| o 150 C
o3l = 3 3 2| >00 1
Demand: =5~ 350 400 3z00] 1200
0
Column
Difference; 1 2 2 2

s From the remaining cells, find out the row difference and column difference.

Destination
D1 D2 D3 D4 Supply Row Difference
300
01 1 7 4 z 3
Source e
02 2 6 5 9 =U150 (:) 1
osff 8| 3| 3| al o0 101
Demand: =5 350 400 p0| 1200
0
Column
Differences 1 2 2 2




= Again select the maximum penalty which is 3 corresponding to row O1. The least-cost cell in

row O1is (01, D2) with cost 1. Allocate the minimum among supply and demand from the

respective row and column to the cell. Cancel the row or column with zero value.
Destination

D1 D2 D3 D4 Supply Row Difference
300 ———
o1 =17 | .| |2 @
Source 250 @
0277, & 5| o | IS0 1
o3ff 8] 3] 3| 2] >0 101
Demand: =25 =%6— 400 200| 1200
0 50
Column
Difference: 1 2 2 2
- 2 2 2
« Now find the row difference and column difference from the remaining cells.
Destination
DI D2 D3 p4 Supply Row Difference
300 —
01 — 1 0 (2 @ .
1 7 a4
Source — @
o2 2 5 5 o =150 111
o3f 8] 3| 3 2] 500 1(1]|1
Demand: =2%¢= -358— 400 00| 1200
0 50
Column
Differences 1 2 2 2
- 2 2 2
- 3 2 7

* Now select the maximum penalty which is 7 corresponding to column D4. The least cost cellin

column D4 is (03, D4) with cost 2. The demand is smaller than the supply for cell {03, D4).
Allocate 200 to the cell and cancel the column.

Destination
D1 D2 D3 D4 Supply Row Difference
300
LT |-
Source o
o2 7o | o] s| /g | *Ts0 @ 1|1
200
03 8 3 3 588 300 1111
Demand: =98 56— 400 =2a8{ 1200
0 50 U
Column
Difference; 1 2 2 2
= 2 2 2
- 32 €7
» Find the row difference and the column difference from the remaining cells.
Destination
D1 D2 D3 D4 Supply Row Difference
300
91 "'"’1'"‘?‘_-‘ 4 £ 2 @ - |-
Source 50 @
02 2 6 5 g 150 1 1 1
200
o3lf 8 3 3 — T30 |1 (11 ]p
Demand: =58 =%6— 400 208 1200
0 50 0
Colnmn
Difference: 1 2 2 2
- 2 2 2
- 3 2 (7)
A 3 2 -

* Now the maximum penalty is 3 corresponding to the column D2. The cell with the least value in
D2 is (03, D2). Allocate the minimum of supply and demand and cancel the column.

Destination
DL D2 D3 D4 Supply Row Difference
300
o1 | =o |2 @ - .
Source = @
ozl /4 A s| /o] 50 N1 [1 )1
50 200
/ : Tofaee | 1
o3lf 8 —]‘3 3 5% 1{1]p
Demand: =256~ —=2%9— 400 agad 1200
0 =i 0
Column N 2
Difference; 1 2 2
= X 2 2
- 3 2 (7
. (3 2 -




¢ Now there is only one column so

select the cell with the least cost and allocate the value.

Destination
D1 D2 D3 D4 Supply Row Difference
300 e
o1 | o |2 @ o | 2
Source =0 @
02 2 5 5 9 w150 1 1 1
30 250 lznn
03 #-—j ! s i ﬁﬂ 1 1 I 0
E—
Demand: S e +] 1200 O
0 =+0 150 0
Column .
Difference: 1 2 2 2
- 2 2 2
- 3 2 (7)
- (3) 2.

« Now there is only one cell so allocate the remaining demand or supply to the cell

Destination
DI D2 03 p4a oupply Row Difference
100 "
Source = ““I - @
= ; 5 9 o 1|1 1
50 zso] | f 200 <
-
03 7 == |1 1111 ]9
Demand: —=5g —EE— = aaal] 1200 0
0 (] e o
Column P
Dilference; 1 2 2 2
- 2 2 2
- 3 2 (7
-~ (3) z2__-

e No balance remains. So multiply the allocated value of the cells with their corresponding cell
cost and add all to get the final costi.e. (300 * 1) + (250 * 2) + (50 * 3) + (250 * 3) + (200 * 2) +

(150 * 5) = 2850



4, Modified Distribution Method (MODI) or (1 - v) Method:

The modified distribution method, also known as MODI method or (u - v) method provides a minimum cost solution to the
transportation problem. In the stepping stone method, we have to draw as many closed paths as equal to the unoccupiced cells for their
cvaluation, To the contrary, in MODI method, only elosed path for the unoccupied cell with highest opportunity cost is drawn.

Note: MODI methed is an improvement over stepping stone method.,

Steps in Modified Distribution Method (MO
1. Determine an initial basic feasible solution using any one of the three methods given below:
i.  North West Corner Rule
ii. Matrix Minimum Mecthod
il Vagel Approximation Method

2. Determine the values ofdual variables, u, and v, using u; + v; = ¢

3. Compute the opportunity cost using ¢;— ( u; + vj ).

4. Check the sign of cach apportunity cost. If the opportunity costs of all the unoccupied cells are cither positive or zero, the given
solution is the optimal solution. On the other hand, if one or more unoccupied cell has negative opportunity cost, the given

solution is not an optimal solution and further savings in transporiation cost are possible.

5. Select the unoccupied cell with the most negative apportunity cost as the cell to be included in the next solution.

6. Draw a closed path or laop for the unoceupicd cell selected in the previous step. Please nate that the right angle fum in this path is
permitted only at occupied cells and a the eriginal unoccupied cell.

7. Assign alternate plus and minus signs at the unoccupicd cells on the comer points of the closed path with a plus sign at the cell

being evaluated.

8. Determine the maximum number of units that should be shipped to this uneoceupied cell. The smalled value with a negative position
on the closed path indicates the number of units that can be shipped to the entering cell. Now, add this quantity to all the cells on
the corner points of the closed path marked with plus signs, and subtract it from those cells marked with minus signs. In this way,

an moccupicd cell becomes an occupicd cell.

9. Repeat the whole procedure until an aptimal solution is obtained,

MODI Method Examples: Trausportation Problemn

In the previous scction, we pravided the steps in MODI methed (modificd distribution methad) to solve a transportation problem. In

this section, we provide an example. Let's solve the following example:

Consider the transportation problem presented in the following table.

Distribution cemre

-mmmmm
| P1 {iE] 12
Plamt | P2 N 33 40 50 [0
I« o B0 po [i8

[Requirement] |-

Determine the optimal solution of the above problem.
Solution:

An initial basic feasible solution is obtained by Matrix Minimum Method and is shown in table 1.

Table 1
E[I
pd

=
B

B 15

Imlml basic feasible solution

tribwution centre




I2XT7+70X3+40X7+40X 2+ 10X 8+20X 8= Rs. 8.

Calculating ui and vj using ui + vj = cij
Substituting ul =0, we get
u+vy=cpy=20+vi=120rvy=12
up+vi=cu=2u+12=200rul==8
mwmrv=cp=28+vi=10orv=2
wrvi=cy =284+ vi=40or vi=32
wt+vi=cy = +32=T70orm =38
wmrvi=cn=38+vi=4Horvi=2
Table 2

|
[ [ ot | v | b5 o7 Jswn] ]
B

50 7

Plant 0 | SD0 o pe
ﬁ Bk NOJ T
Requnemem i 7 15
.;32 P P 12 [
Calculating opportunity cost using cj—(ui+v)
Unoccupied cells Opportunity cost
(P1, Dy) C11—(uy+vy)=19 -0 +32)=-13
Py, Do) Ciz— (U +w)=30-0+2)=28
P4, Da) Ciza— (U +v%)=50-0+2)=
P2, D2) P2z~ (Uz %) =30-(38 +2)= -10
Po. Da) C1a—(Ua+v3)=60-(38 +12)=10
P. Da) C33— (Us +Y5) = B0 — (B +2) =

Distribution centre
'33 | D3 | D1 [Supply

“‘JS
"—"'su §PMWeo |0
50

NON T
|




Distritnstion centre

P3

Requirement |

v |

Choose the smallest value with a negative position on the closed path(i.e., 2}, it indicates the number of units that can be shipped to the
entering cell. Now add this quantity to all the cells on the corner points of the closed path marked with plus signs and subtract it from
those cells marked with minus signs. In this way, an unoccupied cell becomes an occupied cell.

Now again calculate the values for uj & vjand opportunity cost. The resulting matrix is shown below.

Distrilmtion centre

03 | D+ [suppby [ u |
8, [0 | 7 D
235y | 4D [eo 0 B
1 5lgg |50 118 B

Remirement | R A [
T v [ Rt

Choose the most negative value from opportunity cost {i.e., —23). Now draw a closed path from P2D2 .

Plant

Hequlremem

|

Now again calculate the values for u; & vjand epportunity cost
Ny [28
— 7 12

Distribiution centre
Since all the current opportunity costs are non—negative, this is the optimal solution. The minimum transportation cost is: 19 X 5+ 12

Bl [ 2] .
120 |
&2 AP
] i
12
X2+30X3+40X74+10X5+20X 13=Rs.799




Branch and Bound method

Consider a generic optimization problem

min{ c(x) :x € X }

Idea: Reduce the solution of a difficult problem to that of a sequence of
simpler subproblems by (recursive) partition of the feasible region X.

Applicable to discrete and continuous optimization problems.

Two main components: branching and bounding.



z=min{c(x):xe X}

Branching:

Partition X into k subsets
X=X,V ...uX (withX;nX; =0 for each pairi+j )
and let

zz=min{c(x):xe X.} fori=1,... k.

Clearly z=min{c(x):x € X} =min{z,..., 3}



Bounding technique:

For each subproblem z,=min{ c(x):x € X}

1) determine an optimal solution of min{ c(x) : x € X, } (explicit), or
ii) prove that X, = (explicit), or

111) prove that z;> z’ = objective function value of the best feasible
solution found so far (implicit)

If the subproblem is not “solved” we generate new subproblems by
further partition.



5.1.1 Branch and Bound for ILP

Given an ILP min{ ¢’x: Ax = b, x>0 integer }

Branching:

Partition the feasible region X into subregions (subdivision in
exhaustive and exclusive subregions).

Achieved by solving the linear relaxation of the ILP

min{ c’x:Ax=b, x>0}

denote by x an optimal solution and z;, = ¢’x the optimal value.



If x integer, x is also optimal for ILP, otherwise

1%, fractional and we consider the two subproblems:

ILP,: min{ c’x:Ax =b, x, < |x,], x = 0 integer }

ILP,: min{ c’x:Ax = b, x, = |x,]+1, x = 0 integer }

Bounding:

Determine a lower “bound” (if minimization ILP) on the
optimal value z; of a subproblem of ILP by solving its linear
relaxation.




Example: 2

max  z=8x; + 5x,
X;+x, <6
(ILP)  9x,+5x,< 45
X, X, = 0 integer

Zip = Zrp M

3 4
z=20

Since x; and x, are fractional, select one of them for branching.
%

for instance x;,



The feasible region X is partitioned into X; and X, by imposing:

x; < |x;]=3 or x;=|x]+1=4

exhaustive and exclusive
constraints

Integer solution ! = z;, 5, = 7;p;

S

7

SOl. 'ZLP] - g] Wlth ZLP] = 39

~

z=20 (4 .
sol. X ,;p,=19/5 with z,,, =41
.
Subproblem S /
subregion X, : Subproblem S,
1 D subregion X,
X



After considering X, best feasible (integer) solution found so far:

f:[g] with 7z’ = 39.

Since z;,, =41 > 39, X, may contain a better feasible solution of ILP.

= Partition X, into X; and X, by imposing:

X < |x]=1 or x> [x|+1=2



Subproblem S, is infeasible (X, = @)

(111177117177 X2:2

/177777 e x2_

Sol. X 7 p3 = [

40/
1

z
e
1 sz I~
3 4 5 %\ Subproblem S,

subregion X,

9] with z,p; = 365/9



Branching tree:

Best feasible

solution found { %LP1 ~ 39
o far integer sol.

irpy — 41.25

X, =2

OO

Zrp3 = 365/9 infeasible X, = @




Since z;p; = 365/9 > 39, X; may contain a better feasible solution of ILP.

= Partition X; into X and X, by imposing:

X p3 = [4q/9] X< |xl=4 or xz[x]+1=5



22

\

4l opt. sol. of S5t X, ps5= [
N 2=20

L” integer with z, 5 = 37

unique feasible solution of S,

2F % X; = 4
1} \\ -_\ / { X | pg = [g ] integer
R |

1 2 }/4 5 Zps =40

Subproblem S

Integer solution X , s (feasible for ILP) but with worse obj. fct. value of

x'=

g] with 7z’ = 39.

X ;ps 18 the best integer solution found = optimal solution.

” Branch & Bound is an exact method (it guarantees an optimal solution).



Branching tree

optimal
integer sol.

2 p=40

Integer integer



The branching tree may not contain all possible nodes

1(2‘1 leaves)

A node of the tree has no child — 1s “fathomed”— if

 initial constraints + those on the arcs from the root are infeasible
(e.g. S,
« optimal solution of the linear relaxation is integer (e.g. S))

« the value c’x, , of the optimal solution x; , of the linear relaxation is
worse than that of the best feasible solution of ILP found so far.

= Bounding criterion



Observation: In the third case the feasible subregion of the subproblem
associated to that node cannot contain an integer feasible solution that
is better than the best feasible solution of ILP found so far!

Bounding criterion often allows to “discard” a number of nodes
(subproblems).



Choice of the node (subproblem) to examine:

» First deeper nodes (depth-first search strategy)

Simple recursive procedure, it is easy to reoptimize but it may
be costly in case of wrong choice.

 First more promising nodes (best-bound first strategy)

with the best value of linear relaxation

Typically generates a smaller number of nodes but
suproblems are less constrained = takes longer to find a

first feasible solution and to improve it.



Choice of the (fractional) variable for branching

It may not be the best choice to select the variable x, whose
fractional value is closer to 0,5 (hoping to obtain two
subproblems that are more stringent and balanced).

Strong branching: try to branch on some of candidate
variables (fractional basic ones), evaluate the corresponding
objective function values, and actually branch on the variable
that yields the best improvement in the objective function.




Efficient solution of the linear relaxations

No need to solve the linear relaxations of the ILP subproblems from
scratch with, for instance, the two-phase Simplex algorithm.

To efficiently find an optimal solution of the strengthened linear
relaxation with a new constraint, we can exploit the optimal tableau of
the previous linear relaxation and apply a single iteration of the Dual
simplex method (variant of the Simplex method not covered here).



Applicability of Branch and Bound approach

Branch & Bound is also applicable to mixed ILPs:

when branching just consider the fractional variables that must be
integer.

General method that can be adapted to tackle any discrete

optimization problem and many nonlinear optimization problems.

e.g., scheduling, traveling salesman problem,...



We “just” need

» Technique to partition a set of feasible solutions into two or more
subsets of feasible solutions (branch).

* Procedure to determine a bound on the cost of any solution in such a
subset of feasible solutions (bound).

Observation: Branch-and-Bound can also be used as a heuristic by
imposing an upper bound on the computing time or on
the number of nodes that are examined.




